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Bl meets Data Science

— Learn PowerBI

— Explore use of R Studio (and similar
— Experiment with Power Bl + R

— Create a working ML pipeline

— Sharpen/update data science skills
— Have fun ©

ENGAGEMENT PROCESS
Step 1: Build the Data Model
Descriptive
Analysis

Standard

Step 2: Define The Report Reporting

Step 3: Generate SQL commands
(TR

Step 4: Create Report

Process

Data
Warehouse

The data warehouse Is a
“schema-on-load” approach
because the data schema must be
defined and built prior to loading
data into the data warehouse.
Without an underlying data model,
the Bl tools will not work.

CHARACTERIS’

Image source:
/caiomsouza.medium.com/difference-between-bi-business-intelligence-and-
data-science-1a9c7628bbdb (23-09-2022)
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Focus

Data Sources
Transform
DETERCTETAY
Data model

Analytics

Business Intelligence Questions
What happened?
Business

Intelligence
Analyst

Data Science Questions

Why? What will happen?
What should | do?

Data

Scientist @

©

Reports, KPIs, trends
Static, comparative
Pre-planned, added slowly
Up front, carefully planned
Single version of truth
Schema on load

Retrospective, Descriptive

Patterns, correlations, models
Exploratory, experimentation, visual
On the fly, as-needed

In-database, on-demand, enrichment
“Good enough,” probabilities
Schema on query

Predictive, Prescriptive, Preventative

ENGAGEMENT PROCESS

Step 1: Define Hypothesis to Test

Predictive
Analysis

Prescriptive
Analysis L

Step 2: Gather Data

Step 3: Build Data Model

-
DIFFERENCE BETWEEN BUSINESS INTELLIGENCE AND DATA SCIENCE

Step 4: Explore the Data
¥

Step 5: Build and
Refine Analytic Models

()
L
Step 6: Ascertain Goodness of Fit
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Starting with some science before

diving into the data (swamp)

— Variety of approaches:

Machine learning (Komagome-Towne,
2016; Ravikumar, 2017; Phan, 2018;
Truong et al., 2020)

Deep learning (Wang et al., 2021)

Lineair- and Logistic regression (He, He,
2021), Fuzzy (Sarip, 2016) and Multiple
regression (Zhang, 2021)

Time series (Wang, Juntao, et al. 2018)
AutoML (Li et al., 2020)
Particle swarm optimization (Zhou, 2021)

— Different sources:

Mainly based on historical data
Economic parameters (Li and Chu, 2017)
News data (Kirkeby and Larsen, 2021)

Clearly no “silver bullet” solution or
generalized set of features

Questions for this week:

— How to test historical, spatial and temporal
influences?

— Which risk of bias is in the data?

Questions for later/others:
— Which indices correlate with housing prices?

— What influence does public opinion and
sentiment have?



Solution overview map

R Studio
Correlation

Power B map
1) Merge
2) Clean

3) Correlate
4) Visualize

Correlation T

map
t
|

RapidMiner Studio

RapidMiner Go
1) Import data
2) Correlate & detect outliers
3) Extract & select features
4) Model & evaluate
5) Deploy & predict!

Experimental
Q&A Al

.

AutoML API
Deploy
Compare
model(s) and
common ML
icti use (batch)
prediction ol
algorithms prediction
service




Use of PowerBI|
Data crunching

Dataset merge

Data cleaning

Data exploration/visualizations
Correlation map

Influencing factors
Experimental Al: Q&A
Experimental: integrate R script

Append

Concatenate rows from two tables into a single table.

® Two tables O Three or more tables

Table to append

Train

A% GarageType

® Valid
® Error
® Empty

7 distinct, 0 unique

100%
0%
0%

Replace Values

Replace one value with another in the selected columns.

Value To Find
A% ~ I NA

Replace With

A% ~ || No Garage

Column statistics

Count 1000
Error
Empty
Distinct

Unique

o © N © O

Empty string
Min 2Types
Max No Gara...



AL LAY

Use of PowerBl
Correlations and Al-based Q&A

When... ..the average of
LogSalePrice increases by

eip understan people etter by adding synonyms.
I ExterQual is Ex @© Help Q&A und » {e bétiar by ackding Sty

Add synonyms now | X

[ what is the average log sales price of neighborhood 8rDale (neighborhcod) ’ B g
BsmtQual is Ex 0,67 ®
GarageCond is TA 0.51 1 1 5 5
’
lePri
ExterQual is Gd 043 Average of LogSalePrice

LotArea is more than 13825 038



Use of R in Power BI —
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SSsnPorch.

BsmtUnfSF ]

LotFrontage

L] n L] L ]
Data visualization (library: corrplot <o -
y . 1stFIrSF 1NN fm
TotalBsmtSF EEE =
" " " GarageArea [ ] ] ]
R script editor in PowerBI e
OverallQual . - [ ]
SalePrice

LogSalePrice

Explored functionalities in R
FullBath

u u u u YearRemodAdd
Continued in RapidMiner Gargeren
PoolArea
Fireplaces
LotArea
WoodDeckSF
BsmtFinSF1
BsmtFullBath
HalfBath
BedroomAbvGr
2ndFIrSF
GrLivArea

- TotRmsAbvGrd
# The following code to create a datafran BsmtHalfBath

1
QverallCond
2
2
2

R script editor

BsmtFinSF2

! u / e \ ScreenPorch
# dataset <- data.frame(LogSalePrice) Foghoain

4 # dataset <- unique(dataset) MSSubClass
EnclosedPorch
LowQualFinSF



rapidminer AUTO MODEL WEB =1
Add Data hoose Colum Select Inputs Select Model
n n
© select your models ® Run Analysis
Choose one or more of the following methods to model yourdata: ~~~~~~~~~ (J shov w advanced settir gs
M i Column Al i

Naive Bayes

Generalized Linear Model Explain predictions

Deep Learning

Decision Tree

Data preparation : o
Statistics/visualizations S —
Outlier detection

Modeling with AutoML (6 models + correlation map)

Model evaluation and selection: Gradient Boosted Trees
Model deployment

Scoring



Predicting future sales prices

Important Factors for Prediction

GrLivArea 1
OverallQual
TotalBsmtSF
ExterQual A
LotArea
WoodDeckSF 1

GarageCars

-055 -050 -045

Model

Generalized Linear Model
Deep Learning

Decision Tree

Random Forest

Gradient Boosted Trees
Support Vector Machine

@B Supports Prediction’ @B Contradicts Prediction
Relative Error Standard Deviation Total Time
0,70% 0,08% 1369,0
0,77% 0,07% 5162,0
1,40% 0,09% 13310
0,86% 0,12% 217520
0,69% 0,04% 321320
138,15% 0,34% 27709,0

040 -035 -030 -025 -020 -015 -010 -005 000 005

010 015 020 025 030 035 040 045 050 055

42,2
923,9
11,8
204,8
341,9
3815,2

Training Time (1,000 Rows) Scoring Time (1,000 Rows)

6,9
133,2
12,1
192,0
57,1
207,6



Concluding remarks

Nice combination of Bl & Data
Science

Quite a lot features in PowerBI
that go beyond Bl

RapidMiner really speeds up
process with TurboPrep and
AutoML - and also offers a variety
of statistics / visualizations
Working ML pipeline in 1 week
based on Gradient Boosted Trees
and iterative development

Didn’t go in-depth with:
- R scripting
— (Hyper)parameter tuning

PowerBI correlations limited to
numeric values

We had fun and got predictions :)
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